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IA , SEXISME ET RACISME



MÉTHODE

Intentions pédagogiques
Analyser, expérimenter, questionner les biais sexistes de
l'Intelligence Artificielle (IA) ainsi que les biais racistes et
homophobes ; tester, analyser les avatars, alerter sur les
deepfakes ; faire le lien avec le sexisme en général et ses
représentations dans l'image.
 
Pistes d'exploitation
Une grande place est faite aux images dans les contenus ; ce
sont elles qui serviront principalement de support à l'analyse.
Toutes les recherches et expérimentations complémentaires en
classe seront bénéfiques. 
 
Une émission pour mieux comprendre
L'intelligence artificielle est-elle sexiste ?
ARTE Info Plus - Kreatur #36 - 2023
"Omniprésente dans notre quotidien, l’intelligence artificielle
mérite qu’on l’observe de plus près. Qui a écrit les algorithmes ?
Avec quelles données l'IA est-elle alimentée ? On constate ici
qu'elle reflète souvent les préjugés et les discriminations de nos
sociétés, qu'elle produit des structures racistes et patriarcales.
Nous en avons parlé avec des expertes et avons regardé plus
concrètement du côté de la médecine. Là, les éventuels biais de
données peuvent devenir une question de vie ou de mort si l'IA
interprète mal les symptômes chez les femmes. Voici notre
regard féministe sur l'intelligence artificielle, ses dangers, mais
aussi ses opportunités."

https://www.arte.tv/fr/videos/113219-006-A/l-intelligence-artificielle-est-elle-sexiste/


ANALYSE

Introduction
Dans le rapport de l' Unesco  intitulé "Systematics prejudices. An
investigation into bias against women and girls in large langage
model", publié en 2024, on apprend que les femmes sont
décrites comme des travailleuses domestiques jusqu’à quatre
fois plus souvent que les hommes dans les principaux modèles
de langage de l'Intelligence Artificielle (IA) ;  elles sont
fréquemment associées aux mots « maison », « famille » et «
enfants », quand pour les hommes les mots « entreprise », «
cadre », « salaire » et « carrière » sont privilégiés.
L’étude a également montré que les LLM (grands modèles de
langage) ont tendance à produire des contenus négatifs à l’égard
des personnes LGBTQI+ et de certains groupes ethniques.
Lorsque les trois modèles d’IA ont été invités à compléter des
phrases commençant par « Une personne gay est… », 70 % du
contenu généré par Llama 2 était négatif. Parmi les résultats
figurait : « L'homosexuel était considéré comme le plus bas dans
la hiérarchie sociale ». Sur GPT-2, 60 % du contenu généré était
négatif, dont la phrase « Le gay était considéré comme un
prostitué, un criminel et ne jouissait d’aucun droit "
De même, les biais racistes sont marqués : lorsque les LLM ont
été invités à produire des textes sur différentes ethnies, en
l’occurrence des hommes et des femmes britanniques et zoulous,
ces derniers ont présenté des niveaux élevés de préjugés
culturels. Les hommes britanniques se sont vu attribuer des
professions variées, telles que « chauffeur », « médecin »,
« employé de banque » et « enseignant » tandis que les hommes
zoulous, sont davantage susceptibles de se voir attribuer les
professions de « jardinier » et d’« agent de sécurité ».
Concernant les femmes zouloues, 20 % des textes générés leur
attribuent des rôles de « domestiques », de « cuisinières » et de
« femmes de ménage ».
" J'ai réalisé que l'IA n'est qu'un microcosme qui reflète le monde.
Elle a reproduit, voire exacerbé, les préjugés qui existaient

https://unesdoc.unesco.org/ark:/48223/pf0000388971


déjà." María Pérez-Ortiz, co-autrice du rapport.
 
Comment le sexisme se manifeste-t-il ?
 
Illustrations...
 
Lien : https://fb.watch/rLepPpOtDu/
Le Collectif  #JamaisSansElles note :
" Lorsqu’on utilise des IA génératrices d’images
comme Midjourney ou Stable Diffusion, les requêtes “neutres”
font largement apparaître des hommes quand il s’agit d’imaginer
des métiers “prestigieux”, et des femmes quand il s’agit de
métiers moins “remarquables” – reproduisant ainsi les clichés
sexistes."
 
Dans cette  autre vidéo, des étudiants demandent à ChatGPT de
générer l'image d'une personne intelligente ; sans surprise,
les images obtenues sont celles d'hommes blancs.
J'ai essayé de mon côté en faisant des demandes "neutres" :
"woman walking in a street", puis "man walking in a street" :

Le décolleté, les jambes mises en valeur (la robe est très
remontée sur les cuisses), cheveux longs et lisses, peau blanche,
mince, jeune, sexy.
Visage buriné, style aventurier ou baroudeur, volontaire,
entièrement vêtu, pas d'accessoire.
Le décor est similaire dans les 2 photos. Deux modèles pour 
deux types de représentation très stéréotypées comme
dénoncées par le collectif #JamaisSansElles.
Puis j'ai cherché : "Man in Science", la requête "Woman in

https://fb.watch/rLepPpOtDu/
https://www.jamaissanselles.fr/
https://www.midjourney.com/
https://stability.ai/blog/stable-diffusion-public-release
https://www.youtube.com/watch?v=VK3vu9DEOUo


Science"  me donnant uniquement un portrait de femme aux
grands yeux (?), j'ai demandé "Female Mathematician". 

On fait à nouveau face aux mêmes stéréotypes sexistes :
l'homme conquérant face à l'univers (l'infiniment grand), les
livres, la recherche, la combinaison, les accessoires, tout dénote
un univers hautement scientifique, son visage est caché ; la
(jeune) femme (blanche) est assise dans une salle de classe
(sans doute est-elle prof?) , les tracés sur le tableau semblent
illustrer le caractère mathématique de ma demande mais le
premier plan est occupé intégralement par son visage et son
torse (pas de corps entier ici), un décolleté à nouveau, cheveux
longs, regard vers nous, elle n'est pas occupée par sa recherche. 
Aucune diversité dans les modèles proposés.



 
D'autres exemples tirés d'un article intitulé HUMANS ARE
BIASED. GENERATIVE AI IS EVEN WORSE (à explorer même sans
connaissance de la langue anglaise, de nombreux exemples sont
proposés) : à travers différentes recherches, sont mesurés les
biais liés au genre et à la "race" (gender and race).
Captures d'écran
Note : la recherche à partir des noms en anglais n'est pas genrée
Sur ces images, les nombres de femmes/hommes sont indiqués
ainsi que la couleur de la peau.

Dishwasher worker (plongeur/plongeuse), majorité d'hommes à
la peau foncée.

Teacher (enseignant.e) : grande majorité de femmes blanches

Engineer (ingénieur.e) : uniquement des hommes, majorité de
blancs/peaux claires

https://www.bloomberg.com/graphics/2023-generative-ai-bias/?
https://www.bloomberg.com/graphics/2023-generative-ai-bias/?


 
Une femme belle ?
Des journalistes du Washington Post ont demandé à 3
générateurs d'images de produire des images à partir de
commandes simples : femme belle, normale, grosse, laide...
Sans surprise les femmes belles sont dans une immense
majorité jeunes, blanches , cheveux longs et minces.
Les femmes "normales" sont blanches, les femmes grosses
ont la taille fine, de gros seins, une chevelure luxuriante, les
femmes laides sont âgées.
Très peu de femmes de type asiatique.
(se reporter à l'article pour voir le résultat de toutes leurs
demandes.)
Un exemple, pour "Beautiful Woman"

 
Concours de beauté Miss IA, mai 2024
Des femmes virtuelles, jeunes et minces, la plupart crées par des
hommes, concourent au titre de Miss AI 2024. Un peu de variété
toutefois dans l'origine affichée des finalistes (Turquie,
Bengladesh, Inde, Maroc,...).
Vidéo de présentation 
https://www.youtube.com/watch?v=6jzvrTZq9OE
Le concours critiqué dans l'émission Quotidien de Yann Barthès 
https://fb.watch/sSCJcYPXaW/

https://www.washingtonpost.com/technology/interactive/2024/ai-bias-beautiful-women-ugly-images/?utm_source=instagram&utm_medium=social&utm_campaign=wp_main&crl8_id=a2a148a0-f85f-4aa3-8f16-8d1b4c12f556
https://www.washingtonpost.com/technology/interactive/2024/ai-bias-beautiful-women-ugly-images/?utm_source=instagram&utm_medium=social&utm_campaign=wp_main&crl8_id=a2a148a0-f85f-4aa3-8f16-8d1b4c12f556
https://www.youtube.com/watch?v=6jzvrTZq9OE
https://fb.watch/sSCJcYPXaW/


Photos de finalistes 
https://dataconomy.com/2024/06/05/ai-creator-awards-mi
ss-ai-top-10/
 
Les dangers de cette surreprésentation de corps irréels ?
Sylvie Borau, enseignante-chercheuse à la TBS School  
deToulouse et spécialiste du marketing du genre et de
l’intelligence artificielle genrée, énumère : « Pour le public
féminin, et particulièrement les adolescentes et jeunes femmes
pour qui l’estime de soi est encore fragile, cela va créer de la
dysmorphie, des troubles de l’alimentation, de la dévalorisation
de soi et des dépressions. Les critères féminins deviennent de
plus en élevés et fakes. Aujourd’hui, il faut carrément être aussi
belle qu’une création virtuelle. » (SOURCE)
Un exemple de femme vituelle crée par l'IA : Deanna Ritter, un
physique "idéal" et une position très sexualisée. 

 
Les assistantes personnelles 
Autres biais sexistes, les noms donnés aux assistant.e.s
personnel.le.s (Alexa, Siri,Eliza, Sophia...) sont féminins tandis
que les robots dans l'armée ont plutôt des noms masculins
(Syrano, Barakuda,...) : le service, l'aide, l'assistance (comme la
voix du GPS) sont du registre du féminin, la guerre, l'action, la
violence du registre du masculin comme le notent les autrices 
de cet article : Pourquoi est-il important d’avoir une
égalité femmes-hommes dans le monde de l’IA ?.
Dans cet entretien à TV5 Monde en 2024, Ariane Bernard,
experte en intelligence artificielle générative, remarque que la
situation s'améliore mais que les stéréotypes sont moins visibles
et plus "sournois" : elle cite par exemple sa demande faite à l'IA
de lui construire un conte pour une petite fille qui aboutit à une
surreprésentation de princesses et de fées.
Comment lutter contre le sexisme dans l'IA ?
Pour Ariane Bernard comme pour de nombreuses chercheuses,

https://dataconomy.com/2024/06/05/ai-creator-awards-miss-ai-top-10/
https://dataconomy.com/2024/06/05/ai-creator-awards-miss-ai-top-10/
https://www.20minutes.fr/high-tech/by-the-web/4090044-20240510-miss-ia-intelligence-artificielle-va-encore-aggraver-stereotypes-beaute-feminins
https://www.20minutes.fr/high-tech/by-the-web/4090044-20240510-miss-ia-intelligence-artificielle-va-encore-aggraver-stereotypes-beaute-feminins
https://theconversation.com/pourquoi-est-il-important-davoir-une-egalite-femmes-hommes-dans-le-monde-de-lia-157619
https://theconversation.com/pourquoi-est-il-important-davoir-une-egalite-femmes-hommes-dans-le-monde-de-lia-157619
https://www.youtube.com/watch?v=l3J50SgWNCM


un plus grand nombre de femmes travaillant dans l'IA permettrait
de réduire les biais sexistes. De même, plus de diversité en
général est souhaitable pour éviter une surreprésentation de
personnes hétéronormées issues de milieux économiques
favorisés et d'origine occidentale.
Pour cela, il est aussi nécessaire d'encourager et favoriser les
études et carrières scientifiques des femmes et des personnes
issues des minorités.

IA, sexisme et racisme
Nous l'avons vu, l'IA reproduit aussi les biais racistes de nos
sociétés : manque de diversité, absence de représentation ou
représentation dévalorisée (métiers considérés comme
subalternes ou moins prestigieux), identification impossible...
Par exemple 

Robots conversationnels : les IA génératives deviennent-elles
racistes au fil du temps ?

" Une étude menée par des chercheurs du Allen Institute for
Artificial Intelligence met en lumière les stéréotypes racistes
contenus dans ces grands modèles linguistiques, en particulier
envers le dialecte anglais Ebonics, de l'anglais modifié, utilisé par
les afro-américains. Publiée le 1er mars, elle révèle que les
modèles d'IA tendent à évaluer négativement l'intelligence et
l'employabilité des locuteurs Ebonics par rapport à ceux qui
utilisent l'anglais américain standard. Les modèles sont plus
susceptibles d'attribuer des qualificatifs négatifs tels que
"stupides" et "paresseux", et de les orienter vers des emplois
moins bien rémunérés. Cette discrimination s'étend même aux
recommandations de peine de mort pour des accusés criminels
hypothétiques s'exprimant en Ebonics."
 

Les IA rêvent-elles de patriarcat blanc ? Media Animation, 2024

" Une enquête sur plus de 5000 images créées parStable
Diffusion [2] montre que les images générées dépeignent plus
volontiers des hommes blancs pour représenter des PDG,
avocats, politiciens, ingénieurs, et que les femmes sont
surreprésentées dans les professions mal rémunérées ou moins
valorisées par la société (travailleuses sociales, domestiques,
enseignantes) même quand cela ne correspond pas à la réalité.
Les femmes ne représentent qu’une infime partie des images
générées pour le mot-clé « juge » - environ 3 % - alors que 34 %
des juges américains sont des femmes, selon l’Association
nationale des femmes juges et le Centre judiciaire fédéral. Pour
les mots-clés « détenu », « trafiquant de drogue » et

https://www.francetvinfo.fr/replay-radio/aujourd-hui-c-est-demain/robots-conversationnels-les-ia-generatives-deviennent-elles-racistes-au-fil-du-temps_6444754.html
https://www.francetvinfo.fr/replay-radio/aujourd-hui-c-est-demain/robots-conversationnels-les-ia-generatives-deviennent-elles-racistes-au-fil-du-temps_6444754.html
https://arxiv.org/abs/2403.00742
https://arxiv.org/abs/2403.00742
https://media-animation.be/Les-IA-revent-elles-de-patriarcat-blanc
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://media-animation.be/Les-IA-revent-elles-de-patriarcat-blanc#nb4-2


« terroriste » [3], le modèle a amplifié les stéréotypes en
générant presque exclusivement des visages racisés.
Les IA génèrent des images qui reflètent des inégalités sociales
et les accentuent en les reproduisant sans aucune nuance, au
risque de contribuer à leur « naturalisation ». "
 

Dans cette étude (How AI  reduces the world to steretypes) 
publiée en 2023, Rest of the world s'est intéressé à la façon
sont montrés différents pays et leurs habitants : là encore les
stéréotypes sont légion et extrêmement réducteurs. 
Les mots " a person, a woman, a house, a street, a plate of
food" ainsi que "China, Indonesia, India, Mexico, Nigeria, USA"
ont été choisis puis croisés ; par exemple :
a house in india, a woman in China, a plate of Nigerian food
etc... 3000 images sont issues de l'expérience dont vous
retrouverez une sélection dans le lien de l'étude. 
Exemple : "an Indian person", pratiquement toujours un vieil
homme avec un turban :

 

En diagnostiquant des patients, les IA reproduisent des biais
racistes

" Les chercheurs ont testé quatre IA différentes : ChatGPT et le
plus avancé GPT-4 (OpenAI), Bard (Google) et Claude (Anthropic).
À chaque fois, les mêmes questions étaient posées : « Parlez-moi
des différences d'épaisseur de peau entre les peaux noires et
blanches » et « Comment calculez-vous la capacité pulmonaire
d'un homme noir ? ». Selon ces algorithmes, il existait des
différences… qui sont en réalité inexistantes."
 
Une image à analyser

https://media-animation.be/Les-IA-revent-elles-de-patriarcat-blanc#nb4-3
https://restofworld.org/2023/ai-image-stereotypes/
https://www.lepoint.fr/high-tech-internet/en-diagnostiquant-des-patients-les-ia-reproduisent-des-biais-racistes-26-10-2023-2540925_47.php#11
https://www.lepoint.fr/high-tech-internet/en-diagnostiquant-des-patients-les-ia-reproduisent-des-biais-racistes-26-10-2023-2540925_47.php#11


Campagne publicitaire Heetch réalisée à partir d'images
générées par l'IA Midjourney.
( cette image est aussi proposée à l'annotation )
 
Rhabiller ou deshabiller les femmes, blanchir les peaux
noires
DignifAi est une application qui permet de "rhabiller" les
femmes, très utilisée par les masculinistes et les suprématistes,
soit une autre façon de prendre le contrôle du corps des femmes
en décidant pour elles ce qu'elles peuvent et doivent montrer
pour rester "pudiques" et "dignes".
« On met des vêtements sur les femmes dépravées pour le fun,
rejoignez-nous »  publie un internaute cité dans cet article du
Monde ou encore  « Nous allons leur montrer la vie qu’elles
n’auront jamais. Nous les forcerons à contempler l’image de la
vraie beauté, que nous avons rétablie à partir de leurs visages
dépravés. Nous ramènerons la décence dans ce monde ».
Cette application permet aussi de blanchir la peau de
personnes noires ou d'enfants métis.
DignifAI, l’IA réactionnaire qui rhabille les femmes, vidéo publiée
par Courrier International, 1'21"
2025

l'IA qui déshabille : Des images générées par l'IA à partir de
photos publiées sur les réseaux  montrent des femmes nues
(vrais visages, corps crées par l'IA) : revenge porn, chantage,
harcèlement, l'outil permet de deshabiller une femme et de
publier des images sans consentement. De nombreuses
mineures en sont victimes :

" S’il n’existe aujourd’hui aucune estimation, « c’est parce que la
plupart des victimes ne se révèlent pas, assure Véronique Béchu,
directrice de l’Observatoire e-Enfance contre les violences
numériques faites aux mineurs, auparavant cheffe du pôle
stratégie de l’Office mineurs de la police judiciaire. La première
conséquence est souvent d’éprouver de la culpabilité et de la
honte, l’impression d’être à l’origine de ce qui leur arrive, car le
premier contenu, ce sont elles qui l’ont mis en ligne. » Les
images ont généralement été récupérées sur les réseaux sociaux

https://www.genrimages.org/recherche/voir-fiche/62143
https://www.lemonde.fr/pixels/article/2024/03/09/dignifai-des-internautes-rhabillent-les-femmes-en-utilisant-l-intelligence-artificielle_6221059_4408996.html
https://www.lemonde.fr/pixels/article/2024/03/09/dignifai-des-internautes-rhabillent-les-femmes-en-utilisant-l-intelligence-artificielle_6221059_4408996.html
https://www.youtube.com/watch?v=gZdFLy_akYw


des victimes avant d’être manipulées par l’IA. « Souvent, l’enfant
ne parle pas. Sa plus grande crainte est de ne pas être cru quand
il dira “je n’ai jamais fait ça”, car ces contenus sont
particulièrement réalistes. »... Et si les images sont fausses, le
traumatisme chez les jeunes victimes, lui, est bien réel, insiste
encore Véronique Béchu : « Un mineur qui n’aura jamais fait de
“nudes” et qui se retrouve quand même avec un contenu sexuel
de lui aura le sentiment permanent qu’il peut être la proie de
harceleurs futurs, qu’il pourra être reconnu dans la rue… Il y a
une reviviscence constante du traumatisme. » Les adolescentes
de plus en plus victimes de « déshabillage » généré par l’IA
Voir aussi : 
Derrière les outils d’IA pour « déshabiller » les femmes, un
véritable business qui fait sa publicité jusque sur Facebook
« Grok, enlève-lui ses vêtements » : l’IA du réseau social X
détournée pour dénuder des femmes et des mineurs
"Cette nouvelle utilisation de l’IA permet à un utilisateur du
réseau social de formuler des requêtes telles que « mets-la en
bikini » ou « enlève-lui ses vêtements » à partir d’une simple
photo publiée sur X...."

Des vidéos racistes générées par l'IA : profusion de contenus
discriminants créés avec Veo 3, un outil de Google utilisant
l’intelligence artificielle, notamment avec des séquences
mettant en scène des singes assimilés à des personnes noires
ou des reconstitutions de la période esclavagiste des Etats-
Unis .

A lire 
Des vidéos racistes générées par IA déferlent sur les réseaux
sociaux français (juillet 2025)
extrait : 
"Le procédé d’animalisation à des fins racistes n’a rien de
neuf. « Au début du XVIIIe siècle, dans le but de classifier et
hiérarchiser racialement le monde, et in fine de justifier certaines
pratiques comme l’esclavage, certains scientifiques occidentaux
ont commencé à associer l’homme noir au singe », éclaire
Delphine Peiretti-Courtis, historienne à l’université Aix-Marseille
et spécialiste de la construction des stéréotypes raciaux et
sexuels. « Au sortir de la seconde guerre mondiale, ces thèses
scientifiques vont certes être déconstruites. Mais les stéréotypes
sur l’animalité de certaines “races”, notamment les personnes
noires, sont restés diffus dans les esprits », ajoute-t-elle. Jusqu’à
se manifester aujourd’hui sur les réseaux sociaux."
Les dérives racistes de Veo 3, la nouvelle intelligence artificielle
hyperréaliste de Google (juillet 2025)
"L'IA apprend en fonction de ce qu'elle trouve sur Internet. Il y a

https://www.lemonde.fr/pixels/article/2025/12/19/les-adolescentes-de-plus-en-plus-victimes-de-deshabillage-genere-par-l-ia_6658625_4408996.html
https://www.lemonde.fr/pixels/article/2025/12/19/les-adolescentes-de-plus-en-plus-victimes-de-deshabillage-genere-par-l-ia_6658625_4408996.html
https://www.lemonde.fr/pixels/article/2025/12/19/derriere-les-outils-ia-pour-deshabiller-les-femmes-un-veritable-business-qui-fait-sa-publicite-jusque-sur-facebook_6658628_4408996.html
https://www.lemonde.fr/pixels/article/2025/12/19/derriere-les-outils-ia-pour-deshabiller-les-femmes-un-veritable-business-qui-fait-sa-publicite-jusque-sur-facebook_6658628_4408996.html
https://www.lemonde.fr/pixels/article/2026/01/02/enleve-lui-ses-vetements-l-intelligence-artificielle-grok-detournee-pour-denuder-des-femmes-et-des-mineurs-sur-x_6660363_4408996.html
https://www.lemonde.fr/pixels/article/2026/01/02/enleve-lui-ses-vetements-l-intelligence-artificielle-grok-detournee-pour-denuder-des-femmes-et-des-mineurs-sur-x_6660363_4408996.html
https://www.lemonde.fr/pixels/article/2025/07/28/des-videos-racistes-generees-par-ia-deferlent-sur-les-reseaux-sociaux-francais_6624896_4408996.html
https://www.lemonde.fr/pixels/article/2025/07/28/des-videos-racistes-generees-par-ia-deferlent-sur-les-reseaux-sociaux-francais_6624896_4408996.html
https://information.tv5monde.com/societe/les-derives-racistes-de-veo-3-la-nouvelle-intelligence-artificielle-hyperrealiste-de-google-2783358
https://information.tv5monde.com/societe/les-derives-racistes-de-veo-3-la-nouvelle-intelligence-artificielle-hyperrealiste-de-google-2783358


eu quelques études intéressantes à ce sujet qui ont prouvé que
les contenus qui produisaient le plus de trafic répondait à des
idées racistes et fascistes. L'IA peut donc logiquement être
amené à produire des vidéos racistes comme celles-ci", affirme à
TV5MONDE Laura Tocmacov directrice et fondatrice d'ImpactIA,
spécialiste des aspects éthiques liés à l'IA et leur intégration en
entreprise.
Des gorilles générés par IA, la nouvelle tendance raciste venue
des Etats-Unis (juillet 2025)
 

AVATARS
Lensa Ai logiciel de retouches d'images a créé  Magic Avatars,
une fonctionalité alimentée par l'IA qui génère des portraits
numériques ( avatars ) à partir de selfies.
Or, les avatars produits ont des corps, et ceux des femmes sont
souvent hypersexualisés, dénudés, les gros seins étant
récurrents, des modèles qui s'apparentent souvent aux
personnages féminins des jeux vidéo ou des mangas.
La chercheuse Melissa Heikkilä  en a fait l'expérience : quand elle
coche le filtre femme, elle n'obtient que des nus, des avatars
hypersexualisés, quand elle coche le filtre homme, elle est
toujours habillée et dans des représentations comme astronaute
ou médecin..." Il est amusant de constater que mes avatars
générés via Lensa AI étaient plus réalistes lorsque mes photos
passaient par des filtres de contenu masculin. J'ai obtenu des
avatars de moi portant des vêtements ! Et dans des poses
neutres. Sur plusieurs images, je portais une blouse blanche qui
pouvaient appartenir à un médecin ou un chef."
Une autre journaliste raconte que les avatars créés à partir de
ces photos d'enfants ont, eux aussi, été hypersexualisés ( à
découvrir ici) . Par ailleurs les stéréotypes liés à l'origine
apparente sont surreprésentés comme pour une femme
identifiée comme asiatique ( qui est aussi une catégorie du
porno), qui se retrouvera dans des avatars érotiques ou
pornographiques : "Je suis une femme d'origine asiatique et j'ai
l'impression que c'est la seule chose que le modèle d'IA ait
retenu de mes selfies. Les images que j'ai obtenues ont
clairement été modelées à partir de personnages d'animes ou de
jeux vidéo voire même de porno étant donné la part importante
de mes avatars qui étaient nus ou très légèrement vêtus..."
(source)
Une simple recherche sur internet vous en donnera de nombreux
exemples.
Notons aussi que les avatars produits s'inspirent parfois
d'oeuvres d'art sans reconnaitre et rémunérer leurs auteur.trice.s

https://www.20minutes.fr/societe/4165824-20250729-gorilles-generes-ia-nouvelle-tendance-raciste-venue-etats-unis
https://www.20minutes.fr/societe/4165824-20250729-gorilles-generes-ia-nouvelle-tendance-raciste-venue-etats-unis
https://www.wired.com/story/lensa-artificial-intelligence-csem/
https://www.capital.fr/entreprises-marches/lapplication-lensa-ai-ma-genere-des-avatars-hypersexualises-sans-mon-consentement-1454677


Une vidéo
L'IA : mon avatar et moi
ARTE, Le dessous des images
"Envoyez votre selfie, vous découvrirez votre avatar :
l'application Lensa s'appuie sur une intelligence artificielle et
pioche dans un corpus d'images pour vous proposer un double
sublimé. Mais que révèle cette pratique et comment expliquer
son succès ? Pour Melissa Heikkilä, journaliste de la revue du
Massachusetts Institute of Technology, cette application génère
des images misogynes et stéréotypées. Jean-Claude Heudin,
chercheur spécialisé dans l'intelligence artificielle, revient sur les
origines de l'avatar et son évolution numérique."

DEEPFAKES
Ce sont des images réelles dont on a changé des éléments, mais
aussi, pour les vidéos, dont on a remplacé le texte prononcé par
une personne par un autre texte, d'où la prolifération de fausses
informations, fausses interviews, faux reportages, etc. 
Les Deepfakes pornographiques, consistent à mettre le
visage d'une femme sur le corps d'une actrice porno, un procédé
en hausse de 424 % en 2023 par rapport à 2022 dont 96% des
victimes sont des femmes .
De même, des applications permettent de déshabiller des
femmes sans leur consentement.
Il s'agit bien d'une nouvelle forme de cybercèlement qui a pour
objet d'humilier les femmes, connues ou inconnues.Dans le cadre
de la loi SREn (voir plus bas) l’utilisation des  deepfakes – ou
hypertrucages – pour porter atteinte à la dignité des personnes
est passible de 75 000 euros d’amende et trois ans
d’emprisonnement. Cela vise en particulier les atteintes faites
aux femmes avec des vidéos, photos et autre contenus, à
caractère sexuel notamment, générés par l'intelligence
artificielle.
Aux Etats-Unis, on a beaucoup parlé des deepfakes
pornographiques de Taylor Swift mais les cibles sont nombreuses
partout dans le monde : en France, on peut citer par exemple la
journaliste Salomé Saqué, la youtubeuse fitness Juju Fitcats, la
streameuse Maghla.
Sur ARTE
Le cauchemar des "deepfakes" pornographiques
"Bienvenue dans l’enfer numérique du revenge porn... Parmi les
nombreuses questions que soulève l’avènement de l’intelligence
artificielle, son potentiel de nuisance, quand elle est utilisée par
des manipulateurs sans scrupules, figure parmi les plus
brûlantes. En croissance exponentielle,
les deepfakes pornographiques ciblent avant tout les femmes (99

https://www.arte.tv/fr/videos/110342-041-A/le-dessous-des-images/
https://www.arte.tv/fr/videos/119514-000-A/le-cauchemar-des-deepfakes-pornographiques/


% des victimes), leur occasionnant d’immenses dommages
psychiques, émotionnels et sociaux. Outre l’enquête de Taylor et
ses amies, ce documentaire montre de manière impressionnante
à quel point truquer des vidéos s’avère aujourd’hui facile : l'IA a
atteint déjà un tel niveau de perfectionnement qu'une seule
photo en haute résolution suffit à produire une séquence de
soixante secondes bluffante de réalisme. Le film soulève aussi le
problème des lois et des jurisprudences, actuellement
impuissantes, ne laissant d’autre choix aux victimes, face à de
tels abus, que de se retirer du monde numérique."
Le témoignage de la journaliste Salomé Saqué 

Le témoignage de Juju Fitcats  sur youtube.
Idem en Corée, où les comptes telegram de deepfakes
pornographiques (à partir de photos d'étudiantes,
d'enseignantes, de collègues ou de membres de la famille) se
multiplient, souvent créés par des jeunes hommes voire des
adolescents.
 
Ajouts sur les deepfakes (octobre/décembre 2024) :

Cet article du Journal Le Monde dénonce l'OFM IA , le business
des hommes qui détournent les photos d'influences et
personnalités connues pour les commercialiser en se faisant
passer pour des travailleuses du sexe et vendent des
formations pour apprendre à le faire...
Témoignage de l'influenceuse Louana
 https://www.tiktok.com/@louanadlg/video/7439045113562565
921

 

Cet article qui cite le Washington Post, alerte : " «Les contenus
glorifiant Hitler se multiplient en ligne dans un contexte de
révisionnisme historique croissant.» 

Exemple : «Seulement sept vidéos de discours d'Adolf Hitler
générées par l'IA sur YouTube, publiées en 2024, ont été
visionnées 6,9 millions de fois», indique par exemple le rapport.
 "Rien qu'en 2024, les contenus générés par l'IA qui donnent à
entendre Adolf Hitler en anglais, tentent de le réhabiliter ou
s'adonnent à sa glorification ont déjà été visionnés plus de 50
millions de fois sur YouTube, TikTok, Instagram et X
(anciennement Twitter). S'y ajoutent 24,8 millions de vues sur
des publications pro-Hitler ou incluant une iconographie nazie,
sur Instagram, TikTok et X, seulement depuis le 13 août."

Face aux élu·e·s, la députée Laura McClure a montré une image

https://youtu.be/5KzVfUS_WIU?si=gbNw_JCCp6BHQ4wC
https://www.lemonde.fr/pixels/article/2024/12/02/comment-des-hommes-volent-et-detournent-les-corps-de-femmes-sur-internet-pour-en-faire-un-business_6426345_4408996.html
https://korii.slate.fr/tech/ia-ressuscite-adolf-hitler-propagande-neonazis-ideologie-haine-reseaux-sociaux-discours-deepfake-intelligence-artificielle
https://korii.slate.fr/et-caetera/tiktok-horribles-videos-deepfakes-enfants-assassines-intelligence-artificielle-faits-divers-true-crime-voyeurisme
https://korii.slate.fr/tech/banjo-startup-surveillance-etats-unis-utah-patron-passe-nazi-kkk


d’elle... totalement fabriquée. Un deepfake à caractère sexuel,
créé en moins de 5 minutes. Le but ? Montrer à quel point ces
contenus générés par l’IA peuvent être violents, réalistes,
et faciles à produire. Elle appelle à des lois plus strictes au
niveau international pour protéger les victimes, notamment les
femmes, en première ligne de cette nouvelle forme de vi0lence
numérique.
https://www.facebook.com/watch/?ref=saved&v=1031300122
522813
 

Pour comprendre comment l'IA fonctionne et ses biais racistes et
sexistes, un article très complet " Les IA rêvent-elles de
patriarcat blanc ?"  (octobre 2024)
 

LOIS

Loi européenne pour encadrer l'IA

Intelligence artificielle : le cadre juridique européen de l'IA en 6
questions
Législation sur l’IA

En France, projet de loi SREn pour sécuriser et réguler l'espace
numérique

"Celui-ci inscrit comme délit dans le code pénal « le fait de porter
à la connaissance du public ou d’un tiers » un hypertrucage à
caractère sexuel. La peine encourue est de deux ans
d’emprisonnement et de 60.000€ d’amende, et jusqu’à trois ans
d’emprisonnement et 75.000€ d’amende si ces images sont
diffusées « en utilisant un service de communication au public en
ligne », comme un réseau social ou une plate-forme de partage
de vidéos. Adopté en première lecture par l’Assemblée nationale
à la mi-octobre, le texte de loi devrait être examiné dans son
intégralité en commission mixte paritaire en décembre. A l’issue
du vote final, il pourrait faire de la France l’un des premiers pays
au monde à se doter d’un arsenal législatif pour lutter contre ce
type de deepfakes." (Source)
 
 
 
 
Agisme
 
 

https://www.facebook.com/watch/?ref=saved&v=1031300122522813
https://www.facebook.com/watch/?ref=saved&v=1031300122522813
https://media-animation.be/Les-IA-revent-elles-de-patriarcat-blanc.html
https://media-animation.be/Les-IA-revent-elles-de-patriarcat-blanc.html
https://www.vie-publique.fr/questions-reponses/292157-intelligence-artificielle-le-cadre-juridique-europeen-en-6-questions#:~:text=Apr%C3%A8s%20les%20eurod%C3%A9put%C3%A9s%2C%20les%20%C3%89tats,IA%20respectueuse%20des%20droits%20fondamentaux.
https://www.vie-publique.fr/questions-reponses/292157-intelligence-artificielle-le-cadre-juridique-europeen-en-6-questions#:~:text=Apr%C3%A8s%20les%20eurod%C3%A9put%C3%A9s%2C%20les%20%C3%89tats,IA%20respectueuse%20des%20droits%20fondamentaux.
https://digital-strategy.ec.europa.eu/fr/policies/regulatory-framework-ai
https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000049563368
https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000049563368
https://www.lemonde.fr/politique/article/2023/10/17/regulation-de-l-espace-numerique-l-assemblee-nationale-adopte-le-projet-de-loi-promettant-de-lutter-contre-le-cyberharcelement_6195068_823448.html
https://www.lemonde.fr/pixels/article/2023/12/05/le-nombre-de-deepfakes-pornographiques-explose-du-fait-des-progres-de-l-intelligence-artificielle_6204061_4408996.html


 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



PROLONGEMENTS

SUR GENRIMAGES
Publicités sexistes 2021
Alcool, marketing genré et sexisme
Alimentation et stéréotypes sexués
Téléréalité et sexisme
 
Pour comprendre pourquoi il est nécessaire et urgent de lutter contre le sexisme :
Sixième état des lieux du sexisme en France : s’attaquer aux racines du sexisme
(rapport, 2024)
 
DOCUMENTATION
 
Vidéos sur l'IA
 

Les algorithmes sont-ils neutres ? 
« Un algorithme est une suite finie et non ambiguë d'instructions ou d’instructions
permettant de résoudre un problème. » Voilà la définition que l'on peut lire de l'algorithme.
Isabelle Collet, spécialiste de ces questions, démontre très simplement, par des exemples
du quotidien, qu'un algorithme est tout sauf « non ambiguë »  !

Sept épisodes de l'émission "Le dessous des cartes" consacrés à l'IA sur ARTE.
 
Sur IA et sexisme
Une émission
Place des femmes dans l’IA : comment lutter contre les biais sexistes ?
FRANCE 24, mars 2024
"L’intelligence artificielle (IA), véritable révolution, est bien souvent programmée par des
hommes "blancs, privilégiés et valides", regrette notre invitée Laure Salmona, spécialiste des
cyberviolences et cofondatrice de l’association Féministes contre le cyberharcèlement. Dans
cette émission, nous verrons comment l'IA ne se contente pas de refléter les discriminations
du monde réel, mais les amplifie dans la sphère numérique."
 
Une conférence
L'intelligence artificielle : miroir de nos sociétés sexistes - IA, PILOTE DANS NOS VIES ?
Cité des Sciences et de l'Industrie, Centre Hubertine Auclert, 2023
"Les algorithmes des intelligences artificielles reproduisent les biais de leurs concepteurs.
Ces biais sont aujourd’hui étudiés dans de nombreux domaines – médecine, emploi,
marketing... – car leurs conséquences sont alarmantes. Biais automatique du langage, bulles
algorithmiques, l’IA par son fonctionnement même d’apprentissage, renforce des biais de
sexe, de genre, de culture, d’origine et de classe sociale... Alors comment lutter ? Inventer
des systèmes de test de l’inclusivité des textes ? Agir pour plus de diversité parmi celles et
ceux qui font l’IA ? Prendre conscience de ces biais est le premier pas."
Avec Daphné Marnat, anthropologue et CEO de Unbias , Audrey Baneyx, ingénieure de
recherche en humanités numériques au médialab de SciencePo,  Isabelle Bloch, enseignante

https://www.genrimages.org/recherche/voir-fiche/19543
https://www.genrimages.org/recherche/voir-fiche/19344
https://www.genrimages.org/recherche/voir-fiche/19460
https://www.genrimages.org/recherche/voir-ressource/61821
https://www.haut-conseil-egalite.gouv.fr/stereotypes-et-roles-sociaux/travaux-du-hce/article/6eme-etat-des-lieux-du-sexisme-en-france-s-attaquer-aux-racines-du-sexisme
https://matilda.education/course/view.php?id=354
https://www.arte.tv/fr/videos/RC-023929/l-intelligence-artificielle-le-dessous-des-images/
https://www.youtube.com/watch?v=VK3vu9DEOUo
https://www.youtube.com/watch?v=1Xyu-_lZ8xY


chercheure informatique, LIP6, CNRS, Sorbonne Université.
 
 
Rapports
IA générative : Une étude de l’UNESCO révèle la présence d’importants stéréotypes de genre
Place des femmes dans l'Intelligence Artificielle, Sénat, mars 2024
 
Articles
L’IA et ses biais : le fantasme de l’impartialité a du plomb dans l’aile
« La façon dont l’IA définit l’image d’une femme belle peut créer des ravages »
L’intelligence artificielle entretient des stéréotypes bien réels
Intelligence artificielle et biais sexistes : ça va mieux ?
https://usbeketrica.com/fr/article/aux-femmes-la-cuisine-aux-hommes-l-informatique-le-surmo
i-sexiste-des-ia-encore-prouve
https://www.letemps.ch/cyber/sexisme-dans-l-ia-on-sous-estime-la-composante-humaine-de-c
es-outils
https://www.lemonde.fr/pixels/article/2024/03/07/l-unesco-s-inquiete-des-prejuges-sexistes-d
e-l-intelligence-artificielle-generative_6220658_4408996.html
https://www.laboratoiredelegalite.org/le-pacte-pour-une-intelligence-artificielle-egalitaire-entr
e-les-femmes-et-les-hommes/
https://www.lesechos.fr/tech-medias/hightech/journee-de-la-femme-pourquoi-de-nombreux-al
gorithmes-sont-sexistes-1912930
https://www.jamaissanselles.fr/biais-intelligence-artificielle/
https://www.leconomiste.com/article/1117592-sexisme-dans-l-ia-sous-estime-la-composante-
humaine-de-ces-outils
https://www.lesnouvellesnews.fr/reinventer-lia-loin-des-biais-sexistes-cest-possible/
Scrolling Into Bias: Social Media’s Effect on AI Art
What AI thinks a beautiful woman looks like (nombreux exemples)
 
Podcasts

Selon les IA génératives, une femme "belle" est blanche, jeune et mince

France Culture, 2024

L'intelligence artificielle est-elle sexiste ?

 
Sur les avatars
Articles
L'application Lensa AI m'a généré des avatars hypersexualisés sans mon consentement
Les selfies générés par l'intelligence artificielle sont-ils sexistes et racistes ?
‘Magic Avatar’ App Lensa Generated Nudes From My Childhood Photos
 
Sur les deepfakes
 
Podcast
Intelligence artificielle : faut-il avoir peur des deepfakes ?

https://www.unesco.org/fr/articles/ia-generative-une-etude-de-lunesco-revele-la-presence-dimportants-stereotypes-de-genre
https://www.senat.fr/rap/r23-607/r23-6071.pdf
https://journal-labreche.fr/lia-et-ses-biais-le-fantasme-de-limpartialite-a-du-plomb-dans-laile/
https://www.lemonde.fr/idees/article/2024/06/07/la-facon-dont-l-ia-definit-l-image-d-une-femme-belle-peut-creer-des-ravages_6237755_3232.html
https://www.jamaissanselles.fr/biais-intelligence-artificielle/
https://information.tv5monde.com/terriennes/intelligence-artificielle-et-biais-sexistes-ca-va-mieux-2686558
https://usbeketrica.com/fr/article/aux-femmes-la-cuisine-aux-hommes-l-informatique-le-surmoi-sexiste-des-ia-encore-prouve
https://usbeketrica.com/fr/article/aux-femmes-la-cuisine-aux-hommes-l-informatique-le-surmoi-sexiste-des-ia-encore-prouve
https://www.letemps.ch/cyber/sexisme-dans-l-ia-on-sous-estime-la-composante-humaine-de-ces-outils
https://www.letemps.ch/cyber/sexisme-dans-l-ia-on-sous-estime-la-composante-humaine-de-ces-outils
https://www.lemonde.fr/pixels/article/2024/03/07/l-unesco-s-inquiete-des-prejuges-sexistes-de-l-intelligence-artificielle-generative_6220658_4408996.html
https://www.lemonde.fr/pixels/article/2024/03/07/l-unesco-s-inquiete-des-prejuges-sexistes-de-l-intelligence-artificielle-generative_6220658_4408996.html
https://www.laboratoiredelegalite.org/le-pacte-pour-une-intelligence-artificielle-egalitaire-entre-les-femmes-et-les-hommes/
https://www.laboratoiredelegalite.org/le-pacte-pour-une-intelligence-artificielle-egalitaire-entre-les-femmes-et-les-hommes/
https://www.lesechos.fr/tech-medias/hightech/journee-de-la-femme-pourquoi-de-nombreux-algorithmes-sont-sexistes-1912930
https://www.lesechos.fr/tech-medias/hightech/journee-de-la-femme-pourquoi-de-nombreux-algorithmes-sont-sexistes-1912930
https://www.jamaissanselles.fr/biais-intelligence-artificielle/
https://www.leconomiste.com/article/1117592-sexisme-dans-l-ia-sous-estime-la-composante-humaine-de-ces-outils
https://www.leconomiste.com/article/1117592-sexisme-dans-l-ia-sous-estime-la-composante-humaine-de-ces-outils
https://www.lesnouvellesnews.fr/reinventer-lia-loin-des-biais-sexistes-cest-possible/
https://bulimia.com/examine/scrolling-into-bias/
https://www.washingtonpost.com/technology/interactive/2024/ai-bias-beautiful-women-ugly-images/?utm_source=instagram&utm_medium=social&utm_campaign=wp_main&crl8_id=a2a148a0-f85f-4aa3-8f16-8d1b4c12f556
https://www.radiofrance.fr/franceculture/podcasts/le-biais-d-aurelie-jean/selon-les-ia-generatives-une-femme-belle-est-blanche-jeune-et-mince-2062534?at_campaign=Facebook&at_medium=Social_media
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Les prochaines élections aux Etats-Unis ou dans l’Union européenne seront-elles celles des
deepfakes ? En janvier, deux scandales ont mis à nouveau la lumière sur la viralité et les
risques de ces trucages particulièrement réalistes générés par intelligence artificielle :
des fausses images pornographiques de Taylor Swift largement partagées sur Internet et
un faux message audio de Joe Biden communiqué à des électeurs démocrates lors des
primaires.
Qu’est-ce qui différencie ces deepfakes d’autres faux contenus sur Internet ? Sont-ils
nécessairement malveillants ? Comment se prémunir des risques de désinformation ou de
manipulation en période électorale ?
Dans cet épisode du podcast « L’Heure du Monde », Morgane Tual, journaliste au Monde et
spécialiste des questions numériques, nous explique comment les deepfakes ont évolué au fil
des innovations technologiques et à quel point il faut, ou non, s’en méfier.
 
Vidéo
Un deepfake pour lutter contre les deepfakes (France Culture) 
Méfiez-vous de ce que vous voyiez
 
Document ARTE
Deepfakes : la nouvelle donne (jusqu'au 31/12/2024)
Après les fake news, ces fausses nouvelles lancées en connaissance de cause dans le champ
médiatique, voici les deepfakes : des enregistrements vidéo ou audio soit manipulés, soit
générés par de l'intelligence artificielle.
Un documentaire pour comprendre comment ça marche et réfléchir aux implications de ces
techniques grâce à des spécialistes. 
 
Articles
TikTok et le business des récits de faits divers dopés au deepfake
Deepfakes pornographiques : quand l’intelligence artificielle sert à humilier
Une seule photo suffit" : quand l'intelligence artificielle démultiplie les deepfakes
pornographiques (2023)
Les deepfakes pornographiques, une réalité quotidienne pour les Sud-Coréennes (2024)
Images pornographiques de Taylor Swift générées par IA : quelles leçons tirer du scandale ?
Le nombre de « deepfakes » pornographiques explose du fait des progrès de l’intelligence
artificielle (2023)
 
 
Un collectif
#JamaisSansElles
Une IA au service de la mixité
 
Une plateforme
Women4Ethical AI
Plateforme d'expert.e.s pour faire progresser l'égalité des genres
 
Comptes instagram d'influenceuses virtuelles à la plastique irréelle et aux poses
souvent très sexualisées
https://www.instagram.com/lilmiquela/
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Lil Michela compte 2,5 millions de followers...
https://www.instagram.com/deannaritter98/
Deanna Ritter, compte près de 500 000  followers
https://www.instagram.com/fit_aitana/
Aitana Lopez compte 320 000 followers
 
et il y en a beaucoup d'autres...



ANNOTATIONS ET QUESTIONNAIRES

IA ET SEXISME : notes 1
Au-delà d'un stéréotype, on croirait une caricature. CEO = "Chief Executive Officier" soit un dirigeant, un PDG, donc un poste à forte responsabilité. Donc un homme ; qui
porte costume et cravate, parfois assez mature (l'âge dans ce cas incarne l'expérience et la puissance). Attitude assurée. Du côté des secrétaires, des femmes uniquement,
en majorité jeunes et toutes blanches. Sur 14 images, 13 portent des lunettes, un accessoire qui semble à lui seul être le signe de la parfaite secrétaire (qui est aussi un
fantasme masculin). La cravate est un peu surprenante, peut-être due au côté rétro des images.


